**Examen final del curso**

**PUNTOS TOTALES DE 12**

**1.Pregunta 1**

**Indica cuál es la afirmación INCORRECTA sobre el color de cada píxel en una imagen.**

* El algoritmo *white-patch* persigue eliminar los efectos de cambios de color debidos a la iluminación y a los sensores en una imagen.
* Si se representa el color en sus coordenadas cromáticas estamos eliminando los efectos de cambios de intensidad de la luz que pueden darse dentro de la escena representada en la imagen.
* La distribución espectral de los sensores de la cámara puede tener efecto sobre el color de los píxeles de la imagen.
* ***No depende de la distribución espectral de la luz que llega a los sensores de la cámara.***

**2.Pregunta 2**

**Indica cuál es la afirmación INCORRECTA sobre el color de cada píxel en una imagen.**

* La convolución permite representar cada píxel de la imagen con un vector de caraterísticas locales relacionadas con la forma de un conjunto de filtros.
* Las imágenes RGBD permiten construir descriptores que consideran la información de profundidad de la escena que representa la imagen.
* ***La tripleta RGB de los colores del píxel son un descriptor básico de la imagen que no se ve afectado por cambios de intensidad o color de la luz de la escena.***
* En el método de *Template matching* se utiliza directamente una ventana de la imagen como descriptor del objeto que se quiere detectar.

**3.Pregunta 3**

**Sea***P*(*Y*=1|*X*=*x*;*w*)=(*Logistic*(*wTx*))**y supongamos***Y*∈{0,1}**y***X*∈R*n*+1**. Es decir, nos situamos en el contexto de la clasificación de ventanas basada en un modelo obtenido por regresión logística.**

**Indica la afirmación incorrecta:**

* En el contexto de las redes neuronales, *P*(*Y*=1|*X*=*x*;*w*) se puede tomar como la formalización de una neurona.
* Como descriptor de ventanas (x)(*x*) podemos usar Histogramas de Bloques LBP (HB-LBP), HOG, incluso HOG & HB-LBP simultáneamente.
* La condición *P*(*Y*=1∣*X*=*x*) <*P*(*Y*=0∣*X*=*x*) es equivalente a la condición *wTx*<0.
* ***Como la función de coste J(w)J(w) que optimizamos para obtener el valor de ww es convexa, cualquier conjunto de entrenamiento S={(x′1,y1),...,(x′M,yM)} nos va a servir para obtener un modelo (w) que nos de buenos resultados.***

**4.Pregunta 4**

**Pensando en el descriptor conocido como LBP para clasificar ventanas de una imagen, indica la afirmación incorrecta:**

* ***Los patrones uniformes que hemos visto en el curso, son independientes del tamaño y tipo de la vecindad utilizada en el cálculo del LPB básico.***
* Describir una ventana con un único histograma de códigos LBP es menos preciso que si utilizamos bloques de ventana sobre los que calcular los histogramas (para su posterior concatenación formando el descriptor de toda la ventana).
* Describir una ventana con un histograma de códigos LBP en lugar de con una concatenación (a modo de vector) de los códigos LBP de cada píxel, nos da robustez ante pequeños “movimientos” del contenido de la ventana y, normalmente, resulta en un descriptor de menos dimensiones.
* Los códigos LBP pueden definirse utilizando vecindarios más grandes de 3×3 píxeles.

**5.Pregunta 5**

**Indica la afirmación incorrecta:**

* Para no calcular de forma repetida los histogramas de códigos LBP de los distintos bloques de la imagen, necesitamos seleccionar cuidadosamente los pasos del desplazamiento de la ventana, es decir, Δ*x*&Δ*y*.
* Con el método de la pirámide, si utilizamos más niveles, probablemente el módulo de refinación deberá tratar con más pre-detecciones.
* ***Durante la ejecución del mecanismo de bootstrapping no se utiliza la pirámide con ventana deslizante.***
* Con el método de ventana deslizante, si el desplazamiento de la ventana (Δ*x*&Δ*y*) es más pequeño probablemente el módulo de refinación deberá tratar con más pre-detecciones.

**6.Pregunta 6**

**En el contexto del mecanismo de “pirámide con ventana deslizante” y suponiendo los parámetros siguientes:**

**Tamaño de imagen → 640 ×480 píxeles,  
Tamaño ventana canónica → 64 ×128 píxeles, y  
(Δ*x*,Δ*y*,*s* ) = (8, 8, 1.2)**

**Indica la respuesta correcta:**

* El número de ventanas a clasificar está en el rango de 15.000 a 30.000.
* El número de ventanas a clasificar está en el rango de 30.000 a 45.000.
* El número de ventanas a clasificar no llega a 5.000.
* ***El número de ventanas a clasificar está en el rango de 5.000 a 15.000.***

**7.Pregunta 7**

**Si tenemos una imagen de 64x128 píxeles y utilizamos la siguiente configuración para calcular el descriptor HOG:**

**- Tamaño de celda: 16x16 píxeles  
- Orientación del gradiente con signo  
- Rango de cada intervalo del histograma de orientaciones: 40º  
- Interpolación de orientación y espacial  
- Bloques de 2x2 con un paso de solapamiento igual a 1**

**Con esta configuración, el número final de dimensiones del descriptor será:**

* ***756***
* 288
* 1512
* 576

**7.Pregunta 7**

**Indica cuál de las siguientes afirmaciones es CIERTA respecto al cálculo del descriptor HOG con interpolación de orientación y espacial:**

* En un bloque se acumula la suma normalizada de los histogramas de todas las celdas del bloque.
* La contribución de un píxel al histograma de una celda es inversamente proporcional a la distancia del píxel al borde de la celda.
* Todos los píxeles de una celda tienen una contribución mayor que cero en todos los intervalos del histograma.
* Todos los píxeles de una celda tienen el mismo peso relativo en el cómputo del histograma de la celda.
* ***En el cómputo del histograma de una celda hay que tener en cuenta hay que tener en cuenta todos los píxeles de la celda, y también algunos de los píxeles de las 8 celdas vecinas.***

**8.Pregunta 8**

**Indica cuál de las siguientes afirmaciones es CIERTA respecto a un clasificador SVM:**

* Cualquier cambio en las muestras de entrenamiento provoca también un cambio en los parámetros del hiperplano solución.
* ***Los vectores de soporte son el subconjunto de muestras que determinan el hiperplano solución y quedan determinados por aquellos multiplicadores de Lagrange con valor estrictamente mayor que cero.***
* La condición de margen máximo implica la definición de un hiperplano con la distancia más grande a todas las muestras de entrenamiento.
* La función de maximización del margen depende de los parámetros *w* y *b* del hiperplano de separación.
* La condición de margen máximo implica que todas las muestras positivas deben cumplir la condición wTxi ​ ≥ b, donde *w* y *b* son los parámetros que definen el hiperplano de separación.

**8.Pregunta 8**

**Indica cuál de las siguientes afirmaciones es CIERTA respecto a un clasificador SVM:**

* Las funciones de kernel nos definen una transformación explícita de las muestras en un nuevo espacio de características donde es posible encontrar una separación lineal de los datos.
* Las variables de holgura relajan la condición de margen máximo, permitiendo que algunas muestras violen la condición del margen y se unan a los vectores de soporte como muestras que se utilizan para determinar los parámetros del hiperplano solución.
* Valores muy altos del factor de regularización C que se introduce con las variables de holgura permiten una mayor tolerancia a errores.
* Las variables de holgura introducen un factor de regularización en la formulación del problema, cuyo valor óptimo se obtiene como resultado del problema de optimización junto con los parámetros w y b del hiperplano.
* ***Utilizando el truco del kernel, la formulación del problema de optimización es la misma, excepto que se sustituye el cálculo del producto escalar entre las muestras por la aplicación de la función de kernel.***

**9.Pregunta 9**

**La tabla siguiente representa una imagen de tamaño 4\times×4. Cada valor de la tabla corresponde al valor de intensidad de cada uno de los píxeles de la imagen. También mostramos un filtro de Haar básico que es el que utilizaremos para los cálculos de esta pregunta.**

**![imagen del enunciado](data:image/png;base64,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)**

**Indica cuál de las siguientes afirmaciones es CIERTA:**

* El valor de la imagen integral en el extremo inferior derecho de la imagen (el píxel marcado en amarillo) es igual a 2500.
* El número de características de Haar que se obtienen aplicando el filtro de Haar a todas las escalas posibles (tanto en horizontal como en vertical) sólo en la primera posición de la imagen (el píxel marcado en verde), sin traslación es igual a 9.
* ***El valor del filtro de Haar escalado de forma que ocupe toda la imagen (4×4 píxeles) es igual a 0.***
* El número de características de Haar que se obtienen aplicando el filtro de Haar a la escala básica (2\times×2 píxeles) en todas las posibles posiciones de la imagen es igual a 16.

**9.Pregunta 9**

**Indica cuál de las siguientes afirmaciones sobre las características de Haar y la utilización de la imagen integral es CIERTA.**

* En los filtros extendidos de Haar sólo se incluyen las versiones rotadas de los filtros básicos de Haar.
* ***Utilizando la imagen integral el nº de operaciones necesarias para calcular un filtro de Haar es independiente de la escala y de la posición de la imagen dónde se evalúe.***
* Al utilizar el método de ventana deslizante para detectar objetos con las características de Haar, la ventana de detección se normaliza siempre al tamaño estándar de 24x24 píxeles.
* Utilizando la imagen integral el nº de operaciones necesarias para calcular todos los filtros de Haar es el mismo.
* Al utilizar imágenes integrales para el cálculo del descriptor HOG no se puede aplicar la interpolación de orientación.

**10.Pregunta 10**

**Indica cuál de las siguientes afirmaciones sobre Adaboost y la cascada de clasificadores es FALSA:**

* En cada paso de una cascada de clasificadores, el objetivo es rechazar el máximo número posible de ventanas negativas, aceptando a su vez todas (o la mayoría) de las ventanas positivas.
* Para ajustar el clasificador al objetivo fijado de falsos positivos y negativos para cada nivel de la cascada hay que modificar el umbral de decisión del clasificador “fuerte” introduciendo un margen en la decisión.
* Los clasificadores débiles se aprenden de la misma forma independientemente de si se está usando una cascada de clasificadores o un único clasificador global.
* ***Cada nivel de una cascada de clasificadores se puede entrenar de forma independiente al resto de niveles de la cascada.***
* Si el número de falsos positivos en un nivel de la cascada es demasiado elevado habrá que fijar un valor de margen negativo para reducir el número de muestra que quedan clasificadas como positivas.

**10.Pregunta 10**

**Indica cuál de las siguientes afirmaciones sobre Adaboost es FALSA:**

* Para entrenar un clasificador débil en una iteración del proceso de aprendizaje se analizan los valores de todas las características de Haar para todas las muestras de entrenamiento.
* Un clasificador débil queda determinado por una determinada característica de Haar (tipo de filtro, escala y posición de la imagen), un umbral de decisión y un signo de decisión.
* Los clasificadores débiles con menor error de clasificación tienen mayor peso relativo en el clasificador global final.
* ***En cada iteración, el peso relativo de todas las muestras se modifica por igual en función del error de clasificación del último clasificador débil aprendido.***
* El error de clasificación a minimizar al entrenar un clasificador débil tiene en cuenta la ponderación de las muestras de entrenamiento en esa iteración.

**11.Pregunta 11**

**Indica la afirmación incorrecta.**

* ***En las arquitecturas tipo CNN, las etapas de max-pooling añaden más parámetros a aprender.***
* En el método de generación de candidatos conocido como “selective search”, con una sola ejecución del algoritmo tendremos simultáneamente los candidatos para detectar distintos tipos de objetos y a diferentes escalas.
* Supongamos un par estereoscópico donde una de las cámaras del par se utiliza para detectar objetos en base a su apariencia visual. Entonces podemos usar la información de profundidad del par estereoscópico o bien para reducir el número de ventanas a examinar (candidatos) durante la detección de objetos, o bien para eliminar falsos positivos previamente a la refinación.
* La idea más novedosa del uso de CNNs respecto a otros enfoques como HOG/SVM o Haar/AdaBoost es que los propios descriptores de ventanas también se aprenden.

**12.Pregunta 12**

**Indica la afirmación incorrecta.**

* Para entrenar un DPM, las muestras positivas de entrenamiento (p.e. peatones) solo necesitan venir anotadas con el marco global (*bounding box*), no se necesita la anotación de las partes constituyentes.
* El objetivo de la adaptación de dominio (*domain adaptation*) es reaprovechar trabajo previo, ya sea en forma de datos anotados o de modelos aprendidos.
* ***En el método de Random Forest de Expertos Locales visto en el curso, los expertos locales siguen la misma filosofía que las “reglas simples” de AdaBoost (p.e., umbral en el resultado de un filtro de Haar). Es decir, los expertos locales y esas “reglas simples” pretenden ser clasificadores débiles.***
* El aprendizaje activo (*active learning*) se puede utilizar para obtener muestras difíciles del dominio de destino (*target*), con el soporte de un clasificador desarrollado en el dominio fuente (*source*).